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Abstract 
 

Problems of overall safety management, appropri-
ate load balance, and the need for easy-to-use emerge 
in an environment containing multiple Trusted Virtua-
lized Platforms. We proposed the Generalized Trusted 
Virtualized Platform architecture, GTVP, which com-
bines multiple physical platforms as a trusted union. 
GTVP first establishes trust relationship among all 
platforms, and then synchronizes their resource and 
security information for unified management. Moreo-
ver, GTVP supports fast and secure migration to re-
solve the overall load-balance issue. Host OS (as in 
Xen) of GTVP is divided into five control domains for 
minimizing TCB and Guest OS of certain application 
(called as Lazy Box) cut into components for rapid 
deployment and upgrade. As a result, administrators 
can manage multiple platforms in a similar way as in a 
single platform and get the benefits of security, effi-
ciency and easy-to-use while obtaining transparency 
and flexibility. Three scenarios are demonstrated to 
show their efficiency in the GTVP architecture. 
 
Keywords: Trusted computing platform, virtualization, 
migration, trusted virtual machine manager. 
 
1. Introduction 

 
The application of the combination of Virtualization 

Technology [1] and Trusted Computing Technology [2] 
becomes popular nowadays. Several studies had 
achieved this combination, such as Terra [3] and 
OpenTC [4]. However, most works focus on a separate 
physical platform. Most enterprise applications require 
the collaboration of more than one physical platform to 
provide users with trusted and consistent services. The 
multi-platform environment faces following three 
problems. 

Security Management Many security threats de-
rive from inappropriate management. For multiple 
hardware platforms’ collaboration, administrators have 
to deal with details such as creating secure communi-

cation channels and guaranteeing trusted sharing and 
isolation.  

Load Balance In a virtualized environment, admin-
istrator can migrate virtual machines from over-loaded 
platform to under-loaded ones for overall load balanc-
ing [5]. However, administrator’s control, whether 
directly (manually) or indirectly (scripts executed), is 
frequently needed, which may bring security threats.  
Moreover, fast migration for the short-time load bal-
ance requirements is another critical issue. 

Easy-to-Use In order to deploy applications on a 
Trusted Virtualization Platform, users should first con-
figure virtual machines, then the Guest OSes and at last 
the applications. After that, he/she needs to adjust se-
curity policies in the TVMM (Trusted Virtual Machine 
Monitor) and in the Guest OS.  Meanwhile, for upgrad-
ing and patching, users need to concern every VM [6]. 
Thus, rapid deployment and application management 
for multiple hardware platforms are also very impor-
tant issues. 

We propose a unified platform -- GTVP (Genera-
lized Trusted Virtualized Platform) to tackle above 
problems. GTVP is the combination of separate virtua-
lized platforms (called member platforms or members). 
These platforms have established trusted relation mu-
tually, and possess all other members’ resource and 
security information. They cooperate via security pro-
tocols and manage hardware resources, management 
strategy and security policies in a uniform manner. 
Thus, GTVP provides a series of unified, transparent 
and trusted services for its upper application layer.  

In GTVP architecture, administrator needs only to 
configure local security policies and launch the con-
necting process to a target GTVP. GTVP automatically 
extends trust chain to the new member and synchroniz-
es its resource and security information with all other 
members. Henceforth, GTVP protect all subsequent 
communication between members, and synchronize all 
information updates. GTVP automatically migrate ap-
plications or VMs among members for load balancing, 
while guaranteeing security by strictly control the en-
tire migration process under security policies. Finally, 
GTVP achieves Easy-to-use property by Lazy Box 
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technique, which assembles a minimal run time envi-
ronment for application dynamically according to pre-
vious configured resource and security profiles. 

We first incise host OS (or Domain 0 in Xen [7]) in-
to five domains presiding over different security func-
tionalities. We then disaggregate the guest OS (or Do-
main U in Xen) into small OS Components, which are 
building blocks for Lazy Boxes. We also provide me-
thods to optimize dynamic migration, configuration 
and deployment, such as OS Component Cache and 
parallel migration technologies. Finally, we propose 
attestation related mechanisms, such as attestation ex-
piration count, attestation information sharing and 
transferring mechanism to ensure continuous integrity 
and enhance attestation efficiency.  

The rest of this paper is organized as follows. Sec-
tion 2 introduces GTVP architecture, as well as G-
TVMM, Control Domains and Lazy Box. Section 3 
introduces key technologies, such as platform connec-
tion, effective migration mechanism, continuous attes-
tation mechanism and secure policy management me-
chanism. Section 4 describes three scenarios of GTVP 
according to platform design goals. Section 5 discusses 
related work, and there will be conclusion and future 
work introduced in section 6. 

 
2. GTVP Security Architecture 

 
The following four design principles guide our de-

sign of GTVP architecture: (1) Secure: GTVP architec-
ture should be constructed in accord with TCG specifi-
cations and be designed with security protocols for 
trusted connection and communication between physi-
cal platforms. (2) Efficient: Dynamical load balance 
mainly under the control of secure and fast migration 
technology in GTVP should optimize the overall effi-
ciency and satisfy most applications’ requirements on 
best-effort. (3) Simple: GTVP should reduce complexi-
ty of deployment and improve transparence or easy-to-
use, making the operation on a GTVP as similar as that 
on a commodity OS. (4) Flexible: GTVP should leve-
rage security, efficiency and simplicity by flexible pol-
icy configuration and maintenance mechanism to sup-
port maximum types of security requirements.  

Figure 1 outlines our general architecture of GTVP. 
It is a three-layer-structure: Hardware Layer, Virtuali-
zation Layer and Application Layer. The Hardware 
Layer may comprise various sets of hardware with 
different architectures, at least one of which contains 
TPM [2]. GTVP links (Trusted) Virtual Machine Moni-
tors (TVMM and VMM) from all members via secure 
connection to form its Virtualization Layer -- Genera-
lized TVMM (G-TVMM). Control Domains above G-
TVMM is effectively external implementation of some 

G-TVMM functionalities. G-TVMM, Control Domains 
and all underlying hardware devices compose the TCB 
of the GTVP. GTVP encapsulates applications in three 
types of Virtual Machines, named Boxes in GTVP ter-
minology, namely Open Box, Close Box and Lazy Box. 
We derive the former two from Terra [3], and design 
Lazy Box especially for GTVP. We will describe G-
TVMM, Control Domains and Boxes in the following 
three sections respectively.  

 

 
Figure 1. GTVP architecture 

 
2.1 G-TVMM 
 

G-TVMM plays three roles in GTVP. First, it im-
plements the interfaces of GTVP. For applications, G-
TVMM abstracts virtual hardware device interfaces, 
guarantees isolation and enforces effective resources 
sharing and communication among applications. For 
administrators, it provides interfaces for management 
of virtual machines, security, attestation, migration and 
overall platform. Further, G-TVMM resides directly 
upon hardware layer. It manages and dispatches hard-
ware resources uniformly, guaranteeing secure and 
effective access. It provides integrity attestation, cryp-
tology services and key management service from 
TPM for the upper layer. Finally, G-TVMM enforces 
communication of member platforms’ TVMMs or 
VMMs. G-TVMM completes the following tasks for 
members: information synchronization (hardware re-
sources status, security and management information); 
hardware resources requisition and concession; mutual 
attestations; secure migrations, etc. 

G-TVMM is the core component in GTVP architec-
ture; hence, its security and efficiency directly influ-
ence the overall platform. We leave only basic functio-
nalities inside TVMM, and extract others out as inde-
pendent functional components. This decision has fol-
lowing benefits: (1) least privilege control, since aux-
iliary functions reside outside TVMM, one’s failure 
will not lead to the crash of others; (2) low complexity, 
the scale of TVMM’s source code is reduced, which 
makes formal proving of the TVMM realizable. Mean-
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while, it is convenience for integrity attestation of plat-
form, because only the attestations of necessary com-
ponents are enough.   

Xen [7] is a typical implementation of this approach. 
Its VMM implements only three basic functions, name-
ly CPU scheduling, memory management and inter-
domain sharing and communication. However, all the 
remaining functions are implemented in a single privi-
leged domain (named Domain 0). In recent years, Xen 
community makes important steps in incising Domain 
0 [8]. They have extracted device drivers form Domain 
0, constructing a separate domain -- DDD (Device 
Driver Domain). We embrace Xen’s philosophy, and 
make advance steps: we further incise the remaining 
Domain 0 into MD (Management Domain) and SSD 
(Security Service Domain), and then add CD (Com-
munication Domain) and OSCD (OS Component Do-
main). These five domains together constitute GTVP’s 
Control Domains. 

 
 2.2 Control Domains 
 

Device Driver Domain manages Backend Device 
Drivers for every VM. Backend Device Driver is the 
“real” driver for physical hardware. On the other side, 
the Frontend Device Driver is the driver in virtual ma-
chines but only forwards request to and receives result 
from the corresponding Backend Device Driver. This 
mechanism guarantees isolation between applications 
and device drivers. 

Management Domain is mainly responsible for ba-
sic management of VMs, such as creation, destroy, 
suspend and recovery. Administrator can also modify 
VMs’ configuration, explicitly assign them for attesta-
tion or migration. Moreover, MD collects usage infor-
mation of local hardware resource, including network 
loading, memory occupation, CPU running status and 
so on. Both administrators and other domains can use 
these information, for instance, CD could use them to 
make migration decision. MD is the interface and en-
trance for administrator to control the overall platform. 

Security Service Domain manages and enforces 
security policy. It defines policy transition rules for 
local platform to synchronize its policy with overall 
platform. In addition, security services domain utilize 
trusted physical devices, e.g. TPM to provide extra  
security services, such as encryption and decryption, 
key management and integrity attestation. This domain 
employs various mechanisms to guarantee the efficien-
cy of integrity attestation process. 

OS Component Domain manages OS components 
for Lazy Box. It automatically instantiates components 
by pre-defined configuration files. OSCD maintains a 
component cache, which stores components used re-
cently. It enables fast migration and rapid deployment. 

We will describe it in the following section. On the 
other side, the higher frequency the component used 
the more possibility of being attacked. Hence, we as-
sign an attestation expiration count for each component. 
GTVP attests to or reload the component whose used 
time exceeds the count. As a result, GTVP focus attes-
tation efforts on components with most security needs. 
For example, we assign lower counts to components 
with high-level sensitivity, so they can have higher 
attestation frequency. 

Communication Domain connects member plat-
forms and synchronizes their configurations. It imple-
ments a set of security protocols for inter-members 
communication, namely HSP (Handshake Protocol), 
CSP (Configuration Synchronization Protocol), RRP 
(Resources Requirement Protocol), SMP (Secure Mi-
gration Protocol) and SCP (Secure Configuration Pro-
tocol). HSP manages the process of a platform joining 
or leaving GTVP. CSP synchronizes the resource con-
figuration and corresponding security and management 
information of local platform to all other members. For 
dynamic information synchronizing, GTVP adopts a 
requesting approach, which is accomplished by RRP. If 
local platform is over-loaded, it multicast request for 
hardware resources, and migrates some of its VMs to 
appropriate platforms. Secure and efficient migration is 
implemented by SMP. Finally, SCP synchronizes the 
secure policy of local platform with all other members 
according to the pre-defined policy transition rules. 

 
2.3 Virtual Machines 
 

Virtual Machines are the run-time environments for 
applications. GTVP supports three kinds of VMs: Open 
Box, Close Box and Lazy Box. Open Box is a typical 
virtual machine equipped with commodity OS and 
provides appearance of general-purpose platform. 
Close Box is a virtual machine with specialized execut-
ing environment and especially OS configured explicit-
ly for particular application. Lazy Box provides appli-
cations a minimum executing environment by combin-
ing appropriate OS Components from OSCD dynami-
cally. It enables the features of safe and rapid deploy-
ment, convenient upgrade, secure and efficient migra-
tion and attestation.  

For rapid deployment, administrator provides appli-
cation image and a list of dependency, e.g. version of 
OS kernel, various dependent libraries, etc. GTVP first 
resorts to OSCD for necessary dependencies, then from 
other members, and at last, acquires remaining from 
administrators. GTVP attest to all components, guaran-
teeing their integrity. When application runs for the 
first time, GTVP combine necessary components to 
form a Lazy Box for encapsulating the specific appli-
cation. Each time when application encounters a de-
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pendency-missing-fault, GTVP activates related com-
ponents in OSCD, and links them with the Lazy Box. 
For efficient migration, GTVP construct a identical 
Lazy Box at target member, and simply migrate the 
dynamic part of application, e.g. CPU status, stacks 
and heaps from memory, etc. GTVP protects the entire 
process of migration by attestation mechanism, securi-
ty protocol and security policies. For efficient attesta-
tion, GTVP attest to only the needed components, re-
ducing attestation overhead, while gaining security by 
attesting secure concerning components more frequent-
ly. We will examine migration and attestation related 
mechanism in Section 3.3 and 3.4 respectively. 

 
3. Methods for Constructing GTVP 
 
3.1 Platform Connection 
 

GTVP seamlessly connects all the members in three 
steps, forming a unified platform. Firstly, it connects 
every member’s TCB to form its virtual TCB or vTCB, 
which shields bottom details for the upper layer, such 
as hardware configurations and network topology. 
Each member preserves all members’ configuration. 
This requires: (a) Mutual trust be established between 
members. In GTVP terminologies, it is the Horizon 
Extension of trust chain. During the stage of platform 
establishment, GTVP utilizes HSP to establish trust 
relationship, which utilizes remote attestation mechan-
ism from TCG. During normal operation, GTVP pro-
tects connection between members with various securi-
ty protocols. (b) Platforms must synchronize resource 
information in a safe and reliable way. GTVP utilizes 
CSP for safe and efficient information transmission, 
including hardware configuration, security informa-
tion, trust and other security information.  

Secondly, GTVP combines security information of 
all members, forming a unified global security configu-
ration, which includes the security level of all re-
sources among every member and security policy of 
every member. We utilize SCP for unified manage-
ment and enforcement of overall security policy.  

Lastly, from the application point of view, in accor-
dance with its resource demand, GTVP migrates it 
among the members dynamically. We will investigate 
migration mechanism in the next section. 
 
3.2 Enforcing dynamic and fast Migration 
 

The core of GTVP is its efficient and secure migra-
tion mechanism. GTVP enables applications to access 
resources among all members by migrating applica-
tions to the member that possesses the needed re-
sources. There are mainly two types of migration tech-

niques: virtual machine migration [5] and process mi-
gration [9]. The first transfers the entire virtual ma-
chine. It supports both checked-point migration (i.e. 
suspending-copy-awakening) and live migration. How-
ever, its overhead is too high for short-term load ba-
lancing. Process migration technique adds an external 
pack to the process, which reduces process’s depen-
dence to local platform. Hence, migration is performed 
by transferring the entire pack directly. The overhead is 
relative small but it suffers the pain of platform hetero-
geneous.  

The migration mechanism in GTVP takes the ad-
vantages of both techniques while avoiding their short-
comings. First, GTVP still migrates virtual machine. It 
acts as a middle-ware between VM and hardware, 
hence it provides a homogeneous platform. Meanwhile, 
we derives the techniques developed in [10] to incise 
the virtual machine into pieces (OS components), the 
source member transfers only the needed components, 
reducing the transferring overhead.   

 

 
Figure 2. Migration process 

 
Figure 2 demonstrates the migration process. Target 

member can have multiple sources for OS components: 
it first searches the needed components in component 
cache, and then it searches the static local image files. 
Further, it sends requisition to other members for 
needed components. Because the needed components 
may exist in more than one member, the target can 
select different members as sources for different com-
ponents, realizing multi-source parallel migration. 

All members have attested to each other before mi-
gration, and the entire migrating process is protected 
by security protocol. When the migration completes, 
GTVP attest related components and extend the Vertic-
al trust chain. Thus, GTVP guarantees the security of 
migration. When GTVP accomplishes all transferring 
and attestation, it generates the specific Lazy Box at 
the target member.  

Since the application on platform is relatively sta-
ble, components increase at a relatively slow speed. In 
addition, with cache mechanism, components can 
quickly distribute to every members of the platform. In 
the vast majority of time, GTVP simply migrates appli-
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cation and it corresponding state. If applications are 
further divided into static and dynamic parts, GTVP 
can just transfer the dynamic one (running states), 
which will further reduce the migration cost. 

 
3.3 Continuous and Valid Attestation  
 

The attestation techniques [2] in current trusted 
platform have two major drawbacks: (1) Large granu-
larity. In most of time, we only need to attest parts of 
the system. (2)Lack of continuous guarantee. TCG’s 
attestation mechanism is performed at system initializ-
ing or application loading. It cannot guarantee that the 
process will always be in an integrated state.  

GTVP only need to attest those needed OS compo-
nents. In addition, fine-grained control can enhance 
attestation efficiency by parallel attesting. On the other 
hand, GTVP assigns different OS Components differ-
ent attestation expiration counts according to their se-
curity levels. Components will no longer be considered 
safe and must be attested or loaded again when their 
invoking times exceed theirs count. Hence, for applica-
tions or components with higher security needs, GTVP 
assigns them higher attestation frequency. Otherwise, 
GTVP saves attestation efforts for efficiency. 

Attestation information can be shared among mem-
bers as long as trust relationship has been established. 
As a result, applications residing on different members 
do not need to attest each other from the bottom step-
by-step. As long as they are trusted by their local plat-
form, they can trust each other. For example, there is 
an application A on platform B and C on platform D. 
At the time of loading, A and C were attested to their 
local member respectively, i.e. B and D, since B and D 
have reached trust relationship, A and C can trust each 
other naturally.  

Any member can send their trust information to 
others, as long as they trust mutually. Thereby GTVP 
reduces duplicate attestations. However, this will bring 
potential safety problems, e.g. components with vulne-
rability would be trusted by more members. This flaw 
can be make up by attestation expiration mechanism – 
according to security needs, administrators can choose 
the intensity of component attestation. This is another 
proof of GTVP ’s flexibility. 

 
3.4 Security Policy Management 
 

Security policy is the soul of GTVP because it con-
trols the three most important functionalities: resource 
management, migration decision, and attestation inten-
sity. GTVP enforces strict supervision upon applica-
tions’ access to resources once the administrator have 
labeled the subjects and objects and specified the poli-
cy. Furthermore, GTVP automatically migrates appli-

cations to appropriate members when local resources 
are unavailable or insufficient, as long as those applica-
tions have permission to access target resources. Again, 
this action is supervised in accordance with security 
policy. In addition, as described above, object’s securi-
ty level also affects the attestation expiration count, 
which further affects the attestation intensity. 

When a new platform is joining a GTVP, its local 
security information will be synchronized with every 
member. There are two typical methods to achieve this 
synchronization [11]: (1) the new platform is inherent-
ly dedicated to a particular GTVP. Therefore, it confi-
gures its security information in accordance with that 
GTVP. This method facilitates the platforms with low-
er mobility needs, i.e. they only connect to a designat-
ed GTVP. (2) The new platform has its own pattern of 
security information, and predefines transition rules for 
each targeted GTVP. This method is applicable to the 
platforms with higher mobility needs, e.g. a notebook 
needs to join different GTVP at different time. 

In order to differentiate members in the GTVP, we 
propose the concept of platform identity. Platform 
identity is determined by the identification of the cur-
rent user of the local member. It represents the current 
security status of the local member, i.e. it is a reference 
security level.  It indicates the highest security level the 
subjects and objects in the member can obtain, and it 
restricts the inward migration of applications with 
higher security level. Furthermore, the identity could 
also aid clarifying the relationship among members. In 
some scenarios, members with higher security identity 
can gain more control. For example, when we organize 
members with a star topology, the central unit can be 
the member with the highest identity. 

 
4. Case Study 
 

In this section, we will demonstrate concrete exam-
ples for how GTVP satisfies all three requirements 

 
4.1 Dynamic Load Balancing 

 
Tradition Platform: Suppose a company supplying 

web services. It employs a mainframe hosting its three 
servers, namely a Web server, a database server and an 
application server, with each server running inside an 
individual VM; three computers with middle-
processing capability, with each hosting two VMs dep-
loyed with services development and testing environ-
ment respectively; and a commodity PC for daily man-
agement (Figure 3(a)). 

Requisitions for services tend to concentrate in cer-
tain time of the day, and machines for development 
and testing may only be over loaded during the process 
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of compiling, debugging and testing. For overall load 
balancing, administrator may migrate appropriate ap-
plications among different platforms. Either manual or 
script-controlled will introduce extra manage complex-
ities and security vulnerabilities.  

 

 
Figure 3. Dynamic Load Balancing 

 
GTVP: GTVP deploys application on arbitrary 

member, and migrates them dynamically (Figure 3(b)). 
For example, when web server acquires more 
processing capability, GTVP migrate it to a member 
with sufficient resources and appropriate security 
attributes. GTVP balance the loading of overall ma-
chines dynamically, reducing hardware cost and man-
agement complexities. 

In addition, once administrator discovers the needs 
for adding computing capability, what he needs to do is 
just connect a new machine it to the GTVP. GTVP 
takes efforts to re-balance the overall platform loading. 
The entire process is just like to “hot-plug” new com-
puting power to the GTVP. Furthermore, platform can 
also contract as needed, e.g. for maintenance or cost 
saving purpose. 

 
4.2 Easy-to-use 

 
Tradition Platform: Following previous scenario, 

there are three servers, three development environ-
ments, three testing environments and a management 
environment, each of which needs a VM. Therefore, 
there would be ten VMs to deploy. Administrator needs 
to configure each virtual machine’s virtual resources 
and OS, which brings much management burden. On 
the other hand, when the underlying infrastructure 
needs patch of update, administrators have to repeat 
these tasks for every VM. 

GTVP: With Lazy Box, GTVP automatically gene-
rates VM and Guest OS for applications. Users could 
install application in a similar way as in traditional OS, 
e.g. Linux. He or she only has to provide an extra de-
pendency list and specifies performance and security 
configuration. In addition, patching and upgrading in 
GTVP become convenient, because administrators just 
need to replace certain components with a patched or 
upgraded one in OSCD. For example, when we need to 

upgrade certain Lazy Boxes’ OS kernel, instead of 
deploying, installing, and rebooting to switch to it on 
each Box, we deploy the new kernel in arbitrary mem-
ber, and simply change the dependency configuration 
of candidate Boxes. We then inform GTVP to perform 
the transition, which simply builds the new environ-
ment, and migrates related dynamic status.  
 
4.3 Security Management 
 

Tradition Platform: Administrators have to take 
more consideration for lower layer details, such as the 
security connection and the resources sharing among 
different machines. As the dimension of machines 
grows, the management complexity soon becomes tre-
mendous, which introdoces both manage burden and 
security vulnerabilities.    

GTVP: Firstly, GTVP provides a uniform vTCB for 
administrators, which hides the details of the underly-
ing connection and guarantees that all members con-
nect each other seamlessly and reliably. Secondly, 
GTVP makes efforts to alleviate the management bur-
den (for easy to use). Administrator only needs to con-
figure local security information and GTVP synchro-
nizes it with all members automatically. GTVP guaran-
tees the continuous integrity of the entire platform (se-
curity) and dynamic load balancing (efficiency). 
Meanwhile, administrators could adjust the various 
aspect of GTVP, such as scheduling strategy, memory-
allocating algorithm, migration and attestation strategy, 
and the granularity of OS components, achieving max-
imum flexibility. 

 
5. Related Work 

 
Terra [3] achieves the combination of trusted com-

puting and virtualization technology by use of TVMM 
that partitions a tamper-resistant hardware platform 
into multiple, isolated virtual machines. The software 
stack in each VM can be tailored from the hardware 
interface up to meet the security requirement of its 
applications. TVMM functions to guarantee securities 
such as security of root, authentication and trust road. 
Unfortunately, Terra only concerns the scenario of 
single-platform. We adopted the Open Box and Closed 
Box from Terra, and added Lazy Box for our purpose. 

Virtual Infrastructure (VI) [12] decouples the entire 
software environment from its underlying hardware 
infrastructure. It enables the aggregation of multiple 
servers, storage infrastructure and networks into shared 
pools of resources that can be delivered as needed. It 
achieves the uniform management and dynamic load 
balancing. However, it emphasizes efficiency rather 
than security, while GTVP protects every aspect of the 
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platform by security mechanism. Furthermore, the mi-
gration in GTVP can be more efficient, because it only 
migration the dynamic parts of applications, which 
may be rather small, instead of copying the entire VM 
file in VI. 

Public resource computing [13] involves an asym-
metric relationship between projects and participants. 
Computing distributes among participants. Most partic-
ipants are individual PC owners. BOINC [14] is a typi-
cal public resource-computing platform. It supports 
redundant computing, cheat-resistant accounting, and 
support for user-configurable application graphic. 
However, it has no control over participants, and can-
not prevent malicious behavior. In GTVP, we demon-
strate a virtual layer as middleware for integrity attesta-
tion of platforms and trust establishing. 

 
6. Conclusion and Future Work 

 
GTVP can layer upon more than one hardware plat-

form and guarantee their trust relationship with tech-
niques provided by TCG. It first extends the trust chain 
horizontally, then synchronizes information among 
these members and extends the trust chain vertically to 
applications. Henceforth, administrators can manage 
the overall platform in a uniform manner, without con-
cerning complicated underlying details while gaining 
security guarantees. GTVP automatically combines 
necessary OS Components to form a Lazy Box for the 
target application. Thus, it supports rapid application 
deployment and management, alleviating administra-
tors burden maximally. GTVP achieves rapid migra-
tion by first assembling the identical Lazy Box at the 
target member, and then migrates the dynamic parts, 
with migration decision made in accordance with over-
all security policies, and the entire migration process 
protected by security protocols. Finally, GTVP’s TCB 
was reduced for least privilege. We extracted functio-
nalities from G-TVMM, creating five Control Do-
mains. 

For future works, we will first design the five proto-
cols in detail, prove their security, and evaluate their 
effectiveness and performance. Then we will device 
the algorithms in OS Component Cache, and tech-
niques for locating and loading OS Components. In 
addition, we will examine Failure Tolerance tech-
niques. 
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